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ABSTRACT
Robots that can leverage help from people could accomplish
much more than robots that cannot. We present the results
of two experiments that examine how robots can more effec-
tively request help from people. Study 1 is a video prototype
experiment (N=354), investigating the effectiveness of four
linguistic politeness strategies as well as the effects of social
status (equal, low), size of request (large, small), and robot fa-
miliarity (high, low) on people’s willingness to help a robot.
The results of this study largely support Politeness Theory
and the Computers as Social Actors paradigm. Study 2 is a
physical human-robot interaction experiment (N=48), exam-
ining the impact of source orientation (autonomous, single
operator, multiple operators) on people’s behavioral willing-
ness to help the robot. People were nearly 50% faster to help
the robot if they perceived it to be autonomous rather than
being teleoperated. Implications for research design, theory,
and methods are discussed.
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INTRODUCTION
Robots are increasingly used for service applications to assist
people in their daily lives at work, at home, in public spaces,
and more [21]. However, as robots move away from con-
trolled environments into unstructured and dynamic environ-
ments like the living room, they will encounter situations that
are beyond the capabilities with which they were originally
designed. For example, Roombas get stuck on rug tassels and
shag carpet so some people will tape down their rug tassels
or even throw out their shag rugs to help Roomba do its vac-
uuming [20]. Similarly, robots out in the world might need
to navigate to a location, but they might not always know the
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Figure 1. Personal Robot 2 asking the study participant for help with
cleaning up the room (Study 2 lab environment strewn with empty cups).
The small light on top of robot’s head indicated the robot’s source - au-
tonomous, single teleoperator, or multiple teleoperators.

way [25]. In such situations, a robot may be more effective
in achieving its tasks by proactively making requests for help
from people. Indeed, as humans, we think of ourselves as be-
ing “autonomous” and yet we depend upon one another for
help all the time, e.g., teachers help us to learn math, taller
friends help us to reach high cupboards.

Human-dependent robots are not new, but some are more ef-
fective at soliciting human help than others. Tweenbot, a
human-dependent, 10-inch tall, cardboard robot, “navigated”
across New York’s Washington Square Park with the help of
pedestrians in 2009 [7]. This seems unremarkable until you
realize that all Tweenbot could physically do was roll for-
ward; it had no sensors, no map of the park, no localization
or navigation capabilities. Similarly, HitchBOT hitchhiked
its way across Canada in 2014 [17]. However, when Hitch-
BOT attempted to cross the United States in 2015 with a sign
that read, “San Francisco or bust,” it was destroyed by peo-
ple in Philadelphia; its “death” became an international news
story. Both Tweenbot and HitchBOT relied upon the kind-
ness of strangers. In formal terms, they were designed to gain
the compliance from people while protecting all parties from
various kinds of embarrassment that might result from being
asked a favor. This is the vision at the heart of Brown and
Levinson’s Politeness Theory [2].
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The current work examines many different factors that influ-
ence the effectiveness of robot requests for help from peo-
ple, including four types of request strategies: positive po-
liteness, negative politeness, direct requests, and indirect re-
quests from Brown and Levinson’s Politeness Theory[2]. We
also examine three dimensions that are known to influence re-
quests: relative status of robot to person, familiarity between
the robot and the person, and size of request. Since politeness
theory depends on who/what people think they are interacting
with, we explore the effects of robot source orientation upon
robot helping behaviors. To examine these variables, we used
a variety of situations in which a robot might request help
from a person, e.g., identifying and picking up dirty coffee
mugs, opening a door, or watering the plant that is too high to
reach.

To cover a broad set of variables, we ran two experiments.
Study 1 was an online video prototype experiment in which
people were given a situation to respond to. Study 2 was an
in-person lab experiment in which people interacted with a
human-scale mobile manipulation robot. Because Study 1
found that using a positive politeness strategy was more ef-
fective than the other strategies, we only used positive polite-
ness in Study 2. In Study 2, we further tested how human
compliance to requests for help are affected by robot type,
i.e., autonomous, tele-operated by a person, or tele-operated
by a crowd of operators. By gaining a deeper understanding
of the factors that influence compliance and perception of re-
quests in human-robot interaction, we can design robots that
more effectively make requests for help from people.

RELATED WORK
Requests
In linguistics, a request is a communicative act in which the
speaker attempts to get the listener to perform an action at
some time in the future, which the listener would not have
performed otherwise [23]. From a sociological perspective,
the ability to make requests is important and essential for par-
ticipating in society [24]. The failure to make appropriate re-
quests is seen as evidence that a person cannot fill the social
role he has been claiming [8, 23]. To understand which fac-
tors affect the efficacy of robots requesting help from people,
we look to what we know about human-human requests to see
if there are lessons to be learned for robot-human requests.

Politeness Theory
Politeness Theory was first formulated by Brown and Levin-
son in 1978 [2]. In this theory, the speaker intends to mitigate
face threats (e.g., embarrassment) carried by face threatening
acts such as requests, compliments, criticisms, and apologies
towards the hearer. Politeness Theory points to relationships
between the sociological factors that influence the degree of
face threat of any communicative act – status, familiarity, and
size of request.

• Status or power of the hearer relative to the speaker -
The more power a hearer has compared to the speaker, the
greater the face threat.

• Familiarity - The less socially familiar two people are, the
greater the potential face threat of a request between them.

• Size of request - The larger the degree of imposition, the
more it threatens the face of one or more participants.

Each request does not possess a standard amount of face-
threat. Instead, the degree is mitigated or aggravated by these
three factors (above). Politeness Theory also offers four su-
per strategies to mitigate the face threat. They are presented
in the order of increasing politeness:

1. Direct Request - A speaker performs the request baldly and
does not try to minimize the threat to the listener’s face. For
example, a speaker who wants a door to be opened might
say, “Open the door for me.”

2. Positive Politeness - A speaker attends to the positive face
wants of a listener, conveys liking toward the listener, and
makes the listener feel good about himself, his interests or
possessions. A speaker using this strategy to request the
door open might say, “I am clearing your dirty dishes for
you. Help me with this door, will you?”

3. Negative Politeness - A speaker may perform the request
with negative politeness, acknowledging the listener’s neg-
ative face wants, and avoid imposition on the listener. For
example, an attempt to open the door using the negative po-
liteness strategy might look like the following: “Can you
please open the door?”

4. Indirect Request - A speaker makes the request in a vague
manner, uses indirect language, and removes the speaker
from the potential of being imposing. For example, the
speaker who needs the door open might say, “The door is
blocking my way.” The speaker hints that he needs get
through the door, but does not explicitly ask for it.

Politeness Theory indicates that the speakers generally
choose higher-tiered (more polite) strategies in proportion to
the seriousness of the face threatening act (request). How-
ever, there are costs associated with the use of higher-tiered
strategies such as effort, lack of clarity, and other threats to
face. Hence, the requestee will generally not select strategies
that are more polite than necessary.

There are also differences in polite request strategies across
cultures. Since each culture has a unique perception about
what is polite and how to express politeness, it is also im-
portant that a request strategy is tailored to the culture of the
conversants. For example, Japanese speakers tend to opt for
a mix of both direct and indirect strategies [5], depending on
the situation, whereas British English speaker opt for conven-
tionally indirect strategies.

Because the effectiveness of Politeness theory hinges on
many aspects of the requester, we decided to investigate im-
pact of different sources of the requesting robots (e.g., au-
tonomous robot vs. human operating the robot).

Source Orientation
Prior work in human-computer interaction has found very dif-
ferent results from Straub et al.[18] in terms of source orien-
tation. In the context of a smart office environment, Maglio
et al. found that people were more efficient and felt that the
smart office was easier to use when interacting with a single



agent (the “BlueSpeak system”) as opposed to a set of agents
(“BlueSpeak devices”) [11]. Of course, smart office environ-
ments are different from humanoid robots in many ways, but
the range of “robots” that will likely need human help in the
future will span an even broader spectrum than those repre-
sented between smart environments and androids.

Indeed, source orientation plays a major role in the Comput-
ers As Social Actors (CASA) paradigm. People fall back
upon the social expectations and responses to people when
they encounter media [15] such as computers, televisions, and
robots. However, when you tell them that they are interacting
with a software programmer, they behave differently when
they believe they are interacting with the computer [19]. Sim-
ilarly, when you tell people that they are corresponding with
a human instead of a phonebot, different persuasion strategies
are more effective than others, e.g., flattery works better for
human requesters than for computer requesters [4].

Source orientation has been examined in robotics, but not yet
in the context of helping behaviors. A field study conducted
by Straub et al. [18] examined the identities ascribed to a
teleoperated robot. In a public setting, they observed the tele-
operation and interactions with a humanoid robot, with a fo-
cus on the identity ascribed to the robot. The study exam-
ined whether participants, acting as operators, would create
a unique identity for the robot or channel their own identity,
while also examining if participants interacting with the robot
would ascribe behavior to the robot or to the operator. In ef-
fect, this work considered the social identities of Social Ac-
tor and Pure Medium. Through video and audio coding, the
study found that aside from two interactions with researchers,
participants did not address the operator through the robot,
rather they typically directed their utterances to the robot as a
unique social actor.

Humans Providing Help to Robots
There is some evidence of humans extending help to robots.
Prior work in human-robot interaction has begun to examine
different factors that affect the effectiveness of soliciting the
desired helping behavior from humans: social authority [27],
duration of task [16], availability of the bystander [16], au-
thority figure’s instructions [1], and robot capability [6].

Yamamoto et al. [27] examined if humans would help a
robot recover from failure conditions. However, the exper-
iment examined if participants would follow an instruction
from a robot, i.e., the robot gave commands to the partic-
ipants, which is not entirely the same as making polite re-
quests. They found that the robot command was generally
ignored and concluded that social authority was an important
factor in soliciting help from people.

In a real world scenario, sensors that help the robot to per-
ceive the world and perform a task may be expensive, the
perception of the environment may be too difficult or com-
putationally intensive, or the robot may not have the physical
capabilities to perform the task. At least three studies [12, 25,
16] have investigated the possibility of a robot augmenting its
sensory or physical capabilities via the ability to request for
help. First, Michalowski et al. [12] designed a robot to ask, “I

am looking for the person in the pink hat. Can you help me?”
This request was successful in orienting the robot toward its
goal in 83% of the cases when the robot initiated the inter-
action. Second, Weiss et al. [25] found that an autonomous
mobile robot could successfully navigate to a goal location in
an outdoor scenario without any prior map or GPS, simply
by asking for directions from bystanders. To request help, the
robot said, “Hello, my name is ACE, I am looking for the way
to Marienplatz. Please look into my eyes and point in the di-
rection I should take now, as shown on the screen.” The robot
reached its goal after about two hours of interacting with 52
bystanders. Third, Rosenthal, et al. [16] developed CoBot, a
mobile robot that wandered the halls at Carnegie Melon Uni-
versity, proactively requesting human help with localization,
writing notes, and moving chairs, e.g., “My laser range finder
cannot determine the location of chair legs in the common
area. Can you please move chairs in the common area to clear
a path for me?” Their studies found that people were equally
willing to do short helping tasks (e.g., tell the robot which
room number it was next to) as longer helping tasks (e.g.,
writing a note for the robot to leave on an office door). They
also found that bystander availability was important for effec-
tively requesting help from people so they recommend navi-
gating collaborative robots like this one through areas where
there might be more people, who are interruptible.

In robot manipulation task domains, Beran et al. [1] investi-
gated the role of an authority figure’s instructions [1] on elic-
iting help from children. They found that robots could elicit
help using only movements, without any voice. While many
children helped the robot to stack blocks if an adult provided
a positive introduction to the robot, there was no statistically
significant effect of robot’s level of capability upon on chil-
dren’s helping behaviors. Similarly, Huttenrauch et al. [6]
demonstrated that a robot was able to fetch coffee for its op-
erator in about 50% of the times when it requested help, even
though it had no technical capability to pour or get the cup of
coffee autonomously. This study differed from the others in
that study participants perceived that the robot requested help
to complete task for another person, i.e., another person was
beneficiary of the robot’s activities. This was one of the first
studies to note that source orientation may play a role in elic-
iting help from humans, i.e., whether the request came via a
human through the robot, or if it was robot acting as an agent.

Robots Providing Help to Humans
Torrey et al. [22] found that communication strategies de-
rived from politeness theory could be effective for planning
the help dialogues of robotic assistants. This work is different
from ours in that the robot gave advice to the human and did
not proactively ask for help. The authors found that hedges or
discourse markers mitigated the commanding tone implied in
direct statements of advice. Additionally, the robot was per-
ceived to be more considerate, likeable, and less controlling.

The findings from each of these studies indicate that spatial
and social characteristics of the setting affected human by-
standers’ willingness to help robots. Four important factors
were observed in these earlier studies that merit further in-
vestigation – relative status of robot to person, familiarity



Figure 2. Study 1: Four small and four large request scenarios in which the PR2 robot requests a help from a person

between the robot and the person, size of request, and per-
ception of the source of request. While several of the above
mentioned studies use verbal requests, these studies did not
investigate the linguistic content of robot requests.

STUDY 1: ONLINE VIDEO PROTOTYPE STUDY
We conducted an online video prototype experiment to ex-
amine the effectiveness of four different politeness strategies
(direct request, positive politeness, negative politeness, and
indirect request) and the impact of three other factors that in-
fluence helping behavior – status of the robot, familiarity of
the robot, size of request. These dimensions were selected to
align with the Politeness Theory of human-human requests
to see how well they predict the effectiveness of robot re-
quests of people. While an in-person experiment would have
been better for observing and measuring helping behaviors,
we opted for an online video prototype study to enable us to
explore this wide range of variables and to reach a broader set
of study participants.

The study was run as a mixed experiment design with po-
liteness strategy as a between-participants factor (i.e., each
person only experienced one politeness strategy) because it
was our primary variable of interest. We ran the status of
robot (peer vs. assistant), familiarity with robot (familiar vs.
unfamiliar), and size of request (small vs. large) as within-
participants factors (i.e., everyone in the study experienced
all of these levels for each variable) to check the effects of
politeness strategy across a breadth of situations (See Figure
2). Each participant was randomly assigned to a politeness
condition, which resulted in sub-sample sizes of n=87 direct,
87 indirect, 102 negative, and 78 positive.

Hypothesis
Based upon Politeness Theory and other prior work in
Human-Robot Interaction, we began the study with the fol-
lowing research hypotheses:

1. People who see the robot as a peer will be more willing to
help it than people who see the robot as an assistant.



Robot as Peer Robot as Assistant

Unfamiliar William is your new
robotic co-worker,
who just started
working in your
office.

William is your
robotic assistant that
your company just
bought today.

Familiar William is your
robotic co-worker of
10 years.

William is your
robotic assistant that
you’ve had for 10
years.

Table 1. Study 1: Introductions provided to frame the relative social
status and familiarity of the robot.

2. People who feel familiar with the robot will be more will-
ing to help it than people who feel unfamiliar with it.

3. People will be more inclined to help a robot that makes a
small request than a robot that makes a larger request.

We did not hypothesize about the effectiveness of different
politeness strategies because of the inconsistent research find-
ings about their relative efficacy.

Participants
A total of 354 participants completed the study. Participants
included 195 males and 152 females (some participants de-
clined to report gender) with an age range of 18-66 years (M
= 30.1, SD = 10.1). Volunteers were invited to participate
via the Mechanical Turk system from Amazon.com, includ-
ing people only from US locations. Of the 354 participants,
163 reported currently owning a pet (46%) and 273 reported
having owned at pet at some point in time (77%). The partici-
pant’s familiarity with robots was low (M = 2.4, SD = 1.7 on a
scale of 1=“no experience at all” to 7=“a lot of experience”).
A compensation amount of 40 cents was paid to the partici-
pants after successful completion of the study, which was the
going rate for Mechanical Turk participants during the time
we ran the experiment.

Materials
This experiment was implemented as an online questionnaire.
The stimuli that people responded to were a text-based intro-
duction and a short video clip (under 30 seconds), depicting
the PR2 robot trying to do a task, then turning to the video-
camera to ask for help. Video order was randomized. The in-
troductions framed the scene and contained the social status
and familiarity within-participant experiment manipulations.
(See Table 1.)

The robot’s request for help was recorded, using the Mac
OSX text-to-speech engine with “Alex” voice, and edited into
the otherwise silent video clips. The videos could only be
played once so that the interaction was more like real life,
where you do not get to playback people’s utterances.

Procedure
Each participant saw a total of 8 videos. On each webpage,
the participants answered questions to measure willingness

to help, reasonability of the request, and persuasiveness of
the request made by the robot. After each set of two videos,
the participants took a test for familiarity with robot. Af-
ter each set of four videos, the participants answered ques-
tions regarding the relative social status manipulation check.
Upon completing the eight pages of video clips, participants
answered some demographic questions. Finally, participants
were given a code to collect their compensation and were pro-
vided with contact information for the experimenters in case
they had questions or concerns about the study.

Measures
Quantitative Measures
To assess a each person’s beliefs about the persuasiveness,
appropriateness, and clarity of the robot’s requests, we asked
a set of questions immediately after the participant watched
the video stimuli.

• Willingness to Help - In this single item measure, partici-
pants were asked to answer:“If you were in this situation,
would you help this robot?” Participants could choose one
of five responses:

1. No, I would not help.
2. Yes, but only if I was not busy.
3. Yes, I would help even if I was somewhat busy.
4. Yes, I would help even if I was busy.
5. Yes, I would help even if I was very busy.

• Appropriateness of Request - This was a three item factor
(α = .87) calculated as an unweighted average. On a scale
of 1 (not at all) to 7 (very), participants were asked to rate
each statement about the request the robot made:

– How reasonable was the robot’s request?
– How socially appropriate was the robot’s request?
– How persuasive was the robot’s request?

As a manipulation check on our most subtle independent vari-
ables, we asked questions to assess the perceived familiarity
with the robot and social status of the robot.

• Perceived Familiarity - Perceived Familiarity was a index
of three items (α = .87) calculated as an unweighted aver-
age. It ranged 1 (definitely false or strongly disagree) to 7
(definitely true or strongly agree).

– I have known William for many years.
– William and I go way back.
– I see William a lot.

• Perceived Status - Perceived Status was an index of three
items (α = .72) calculated as an unweighted average. Par-
ticipants indicated how well the following statement de-
scribed their feelings (on a scale of 1 to 7):

– 1 “From a social class similar to mine” – 7 “From a
social class different from mine”

– 1 “Economic situation different from mine” – 7 “Eco-
nomic situation like mine” (reversed)

– 1 “Similar to me” – 7 “Different from me”



Figure 3. Study 1: Means and SEs for factors that influenced a person’s willingness to help (* p<.05, ** p<.01)

Qualitative Measures
After watching each video clip, we asked participants: “What
would you do in this situation? Please be specific.”

Analyses
First, we built indices for each of the quantitative measures
(above), using PCA. Second, we ran mixed design ANOVAs
(politeness strategy as between-participants and other inde-
pendent variables as within-participants) to test our hypothe-
ses. While it could be argued that these are ordinal data types,
it is not unusual for similar questionnaire items to be analyzed
with ANOVAs. Furthermore, we were unable to use Kruskall
Wallis analyses because of the within-participants variables.

Levene’s test showed that the assumption of homogeneity of
variances was not violated; p-values for each time we asked
about willingness-to-help ranged from .071-.912 (all ¿ .05).
There were at least 78 people per politeness strategy condi-
tion so assumption of normality was met (Central Limit The-
orem).

Finally, for those variables that had more than two levels (e.g.,
four levels of politeness strategies), we calculated pairwise
contrasts were calculated using Least Significant Differences
with a Bonferroni correction for multiple comparisons (e.g.,
original .05 cut-off value / 6 comparisons = corrected .0083
cut-off value).

Results
Manipulation Checks
The robots that were framed as being more familiar
were indeed perceived as being more familiar (M=3.55,
SE=0.06) than those that were framed as being new to
the office (M=2.08, SE=0.05), repeated measures ANOVA,
F(1,350)=382.1, p<.001.

The robots that were framed as being lower in social status
were perceived having a more different in status (M=4.47,
SE=0.05) than those that were framed as being of equal social
status (M=4.09, SE=0.05), paired t-test (two-tailed), t(353)=-
6.35, p<.001.

Willingness to Help
The robot’s politeness strategy influenced people’s willing-
ness to help the robot, F(3,344)=2.75, p<.05, η2=.02. Even
more influential than politeness strategy (in terms of effect

size) were familiarity of the robot (F(1,344)=133.64, p<.001,
η2=.27) and size of the request (F(1,344)=343.79, p<.001,
η2=.33). The statistically significant pairwise comparison
was direct vs. positive politeness, p=.006. See Figure 3.

Appropriateness of Requests
The robot’s politeness strategy influenced how appropriate
the request seemed to be, F(3,343)=6.78, p<.001, η2=.06.
The significant pairwise comparisons (with Bonferroni cor-
rection cut-offs at .008) included: positive vs. indirect
(p=.000), positive vs. direct (p=.002), and indirect vs. nega-
tive (p=.002).

Being more familiar with the robot (F(1,343)=9.48, p<.01,
η2=.02) and being more of a peer than an assistant
(F(1,343)=6.88, p<.01, η2=.03) also improved the per-
ceived appropriateness of the request. What influenced
request appropriateness most was the size of the request
(F(1,343)=71.89, p<.001, η2=.17) with smaller requests be-
ing more appropriate than larger requests. See Figure 4.

Qualitative Results
In most cases, people said they would do fairly helpful things
for the robot, but not all. In some instances, we also learned
more about why they would help the robot:

• “I will help him. After all he is also helping me with all the
manual tasks!”

• “I would help him cause he would be able to solve it by
himself next time, and I could need some help from him in
another situation”

• “I would certainly be willing to help the robot, not because
I’m actually helping the robot so much as I’m helping other
people by helping the robot”

We also gained insight from the reasons that people gave for
not being willing to help the robot:

• “I’m not sure how I can teach the robot how to use the
copier.”

• “I would avoid helping the robot if possible. The company
is too cheap to hire a copier technician to come fix the ma-
chine?”

• “I would not help. It is the robots handlers job to teach it
how to diagnose not mine.”



Figure 4. Study 1: Means and SEs for factors that influenced perceived appropriateness of the robot’s request (* p<.05, ** p<.01)

Aligning Results with Hypotheses
Hypothesis 1 was partially supported – people felt that the
peer robot made more appropriate requests for help than the
assistant robot (despite their identical requests), but we did
not find any statistically significant differences for their will-
ingness to help the robot. Hypothesis 2 was supported – the
more familiar the robot, the more likely people were to be
willing to help it and saw its requests as being appropriate.
Hypothesis 3 was supported – people were more inclined to
help the robot with smaller requests than larger ones.

STUDY 2: BEHAVIORAL LAB STUDY
Based upon the results of Study 1, we decided to select the
positive politeness strategy for subsequent robot requests for
human help. To hone in on other important factors in human-
robot interactions, we ran a behavioral experiment with a
physical robot. This time we chose to focus upon the ques-
tion: How does the perceived source of a robot’s behaviors
influence people’s willingness to help a robot? As such, we
conducted 3-level (autonomous, single operator, multiple op-
erators) between-participants experiment.

Hypotheses
Studies [4, 19] showed that source orientation affected hu-
man perception of computers. This study extended to robots.
Separately, privacy is important in many personal robotics
contexts; we addressed it in case perceived privacy invasions
would result in unwillingness to help the robot. We formed
the following hypotheses:

1. People will perceive the robot differently if they believe it
is autonomous vs. teleoperated by people.

2. People will be more or less willing to help the robot with
its request, depending upon whether they believe it is au-
tonomous vs. teleoperated by people.

3. Because people are sensitive about privacy when interact-
ing with teleoperated robots [3], they will be least trusting
of the robot that is teleoperated by multiple operators.

Participants
A total of 48 participants completed the behavioral in-lab
study – 16 in each of the three experiment conditions. The
participants included 25 males and 23 females with an age

(b) Participant’s perspective in the experiment

(a) Participant being interrupted by the robot

documentary film

dirty cups

robot

Figure 5. Study 2: Experiment setup from the participant’s view

range of 18-67 years (M = 32.6, SD = 11.7). The partici-
pants were invited to participate using local university’s list-
serv, postings at two local area listservs, and word of mouth
from participants of previous studies at our institution. They
were randomly assigned to condition. Of the 48 participants,
34 reported having owned a pet at some point in time (71%)
and 12 owned a pet at the time of the study (25%). The partic-
ipant’s familiarity with robots was low (M = 3.38, SD = 2.08
on the same 7-point scale as Study 1). They were given a $15
amazon gift card as a token of thanks for participation.

Materials
The robot used in this study was the PR2 (Personal Robot
2) shown in Figures 1 and 5, which was developed by Willow
Garage. The robot had two arms, which were used for manip-
ulation tasks to serve drinks and chocolate during the course
of the study. The robot also moved on four wheels, traveling
at maximum speed of 0.5m/sec for the study. The PR2 was
operated in a semi-autonomous mode throughout the study
across all experiment conditions. While an operator (Wizard)
stepped through the conversation turns of the robot, the PR2
autonomously navigated to the participant and autonomously
picked and placed objects such as the soda cans and choco-
late.

Procedure
The participants were met at the lobby and led to a room in
which the study took place. There, the participants were in-



Figure 6. Study 2: Mean and SEs for source orientation effects upon user trust and behavioral willingness to help the robot

formed that the study would involve watching a film and be-
ing quizzed on the materials presented in the film. The par-
ticipants were told that they would also be interacting with a
service robot, which had a light on top of its head. If the light
was blue, the robot was operating in the autonomous mode.
If the light was green, the robot was being tele-operated (a
person is driving it around) by a single operator; see Fig. 1.
If the light was red, then multiple people were tele-operating
the robot. The participants were then given a consent form. If
they signed it, then the experimenter started playing the film
and left the room.

While the participants were watching the film, the robot ap-
proached the participants and listed a selection of the drinks
available before asking the participants choice of drink. Then
the robot fetched the wrong drink and performed a service
recovery behavior – apologizing [9] and offering to fetch the
correct drink. The robot then informed the participant that it
would be right back, and fetched a chocolate for them.

At the end of the study, we simulated a situation in which
the robot might also request help from a person (similar to
the pen drop task used to study human helping behaviors [10,
13]). After the robot fetched chocolate for the person, the
robot informed the participants that the room looked dirty and
offered to clear the dirty cups (See Figure. 5). The robot then
requested help from the participant with clearing the cups,
using positive politeness strategy.

The participant then filled out a questionnaire for their per-
ceptions of trust and service quality. Then we collected de-
mographics. This was followed by a short interview and final
study debriefing.

Measures
Attitudinal Measures
Attitudes were collected via the post-interaction question-
naire and consisted of measures of perception of the robot
and feelings of trusting the robot.

• Trust - Trust was an index of six items from the question-
naire and used the Wheeless and Grotz trust scale [26].
Participants indicated how well the following word pairs
described their perceptions of the robot: “Kind” – “Cruel”,
“Distrustful” – “Trustful”, “Deceptive” – “Candid”, “Not
deceitful” – “Untrustworthy”, “Tricky” – “Straightfor-
ward”, and “Faithful” and “Unfaithful”. The index was
reliable (α = .83 )

• Service Quality - We modified the SERVQUAL question-
naire [14], including 9 questions, each rated on a 5 point
scale (1=definitely false or strongly disagree to 5=defi-
nitely true or strongly agree). Only 5 of those questions
formed a reliable index (α = .77):

– When I have problems, the PR2 is sympathetic and
reassuring.

– PR2 is polite.
– PR2 does the job well.
– PR2 does not know what my needs are (reversed).
– PR2 does not have my best interested at heart (re-

versed).

Behavioral Measures
The behavioral measures were collected from the video
footage taken from three camera viewpoints and were coded
for the following behaviors:

• Whether or not the participant helped the robot - Whether
or not the person picked up any cups to help the robot.

• Helping: Duration of help time - The time interval (sec-
onds) between the request made by the robot and the last
cup dropped into the dustbin. We used this measure to
gauge how quickly people would work to help the robot.

• Helping: Number of requests needed - Number of requests
made by the number before the participants helped

Results
Manipulation Check
To ensure that participants understood and remembered who
was controlling the robot, we asked a manipulation check
question at the very end of the experiment: How was PR2
controlled? Autonomous, a person, or multiple people. Then
we ran a cross-tabulation of this manipulation check against
the actual assigned experiment condition, which checked out,
Spearman correlation = .74, p<.001.

Attitudes
• Trust - A significant main effect of agent source orientation

on trust was found, F(2, 45) = 3.502, p < .05, η2 = .005.
The participants who interacted with multiple operators
felt more trust for the robot, M = 5.822, S D = .94 than
participants who interacted a single operator conditions
M = 4.89, S D = .90, pairwise comparison (p=.007). The
autonomous robot was in between, M = 5.25, S D = .95.



• Service Quality - We did not find any statistically signifi-
cant differences in terms of how source orientation affected
perceived service quality, F(2, 45) = 0.44, p = .65.

Behaviors
• Whether or not the participant helped the robot - A Chi-

square analysis found no statistically significant differ-
ences between conditions, χ2(d f = 2) = 4.17, p = .12.

• Helping: Duration of help time - A significant main effect
of agent source orientation on the time taken to put all the
cups into the dustbin was found, F(2, 45) = 3.301, p < .05,
η2 = .03 . The participants who interacted with the au-
tonomous robot took far less time, M = 49.88 seconds,
S D = 11.64, than participants who interacted with the
robot in the single operator condition M = 77.19 seconds,
S D = 43.08, pairwise comparison (p=.014). The robot in
the multiple operator was in between, M = 61.27 seconds,
S D = 27.06.

• Helping: Number of requests needed - A significant main
effect of agent source orientation on number of requests
made by the robot was found, F(2, 45) = 4.020, p < .05,
η2 = .04, with the autonomous robot having to make fewer
requests, M = 1.31, S D = 0.48, than the robot operated by
a single operator, M = 2.31, S D = 1.35, pairwise compari-
son (p=.008). The robot in the multiple operator condition
was in between, M = 2.00, S D = 1.03.

In general, people were quicker to help the autonomous robot
than one operated by a single teleoperator. Between the tele-
operation conditions, people felt more trusting of the multiple
operators than the single operator (See Figure. 6.)

Aligning Results with Hypotheses
In summary, Hypothesis 1 was not supported by the data – we
found no statistically significant differences in perceptions of
service quality or trust as affected by autonomous vs. tele-
operator source orientation. Hypothesis 2 was supported –
people were quicker to help the autonomous robot than the
one that they perceived as being teleoperate by a single opera-
tor. Hypothesis 3 was not supported and went in the opposite
direction of what we expected – people were actually most
trusting of the robot they thought was being teleoperated by
multiple operators (as opposed to a single operator).

DISCUSSION

Study 1
In the first study, we found that people were more willing to
help a robot that made smaller requests (i.e., requests that re-
quire less effort to comply with) rather than large. People
were also more willing to help a robot that was more famil-
iar (e.g., they had supposedly worked with the robot for 10
years) rather than new. Even politeness strategy affected peo-
ple’s willingness to help to help the robot – specifically, peo-
ple were more willing to help the robot that used a positive
politeness strategy. Similarly, making smaller requests, being
a more familiar robot, being more of a peer (rather than lower
status), and using a positive politeness strategy all made the
robot requests seem more appropriate.

These human-robot interaction findings are reasonably
aligned with work in human-human requests. The positive
politeness strategy stood out as being more effective than the
other strategies in these particular human-robot interaction
scenarios. It is possible that other politeness strategies would
be more effective in other scenarios (e.g., when the people are
not busy at all, when the robot’s task is more mission critical).

An intriguing part of the Study 1 dataset was actually the set
of open-ended responses to the question, “What would you
do in this situation?” We were surprised by the thorough-
ness of people’s responses to this question. In particular, we
were drawn in by the reasons that people gave for their will-
ingness to help the robot, e.g., reciprocation, future benefits,
and ultimately helping other people (as opposed to helping
the robot itself). People also gave thoughtful reasons for why
they would not be willing to help the robot, e.g., inability to
help the robot, perceptions of the company being too cheap to
hire a person, or perceptions that it’s the robot programmers’
job to program it to do more.

Consistent with previous work [16], people reported being
concerned about their availability to help the robot. When it
came to doing tasks that might take a few seconds (e.g., pick-
ing a few papers up off of the ground for the robot), their
responses to the situation were quite consistently positive.
However, larger requests gave people pause, e.g., “Wait, a
month of full-time training? I’ll only do that when I don’t
have anything else to do for a month - they’re not paying me
to teach the robot anyway, it might just get in the way of my
real responsibilities.” Comments like these highlight ques-
tions about how much time it really would be reasonable to
ask people to spend, helping robots.

Study 2
In the second study, we focused on source orientation effects.
Despite the robot interactions being secondary tasks to the
primary task of watching the film, people were still very in-
clined toward helping the robot. Only 2 participants out of the
total 48 did not help the robot by picking up any cups to clean
up the room. Relative to prior field experiments, people were
more willing to help the robot than we expected; this is possi-
bly due to the laboratory setting. Because of this ceiling effect
in our data, our statistically significant results were found in
the more nuanced behavioral measures of willingness to help
– how quickly the person helped the robot.

We found that people were nearly 50% quicker to help the
PR2 when they believed that it was behaving autonomously
rather than being teleoperated by a person. If anything, we
had expected there to be more social pressure to help a human
teleoperator. However, this was not the case. It is possible
that people thought the teleoperated robot should have been
more capable or perhaps that the human operator was being
lazy by asking for so much help. Indeed, several participants
helped the robot to collect the cups, but they placed the cups
in front of the robot instead of dropping them into the dustbin.
They expected the robot to perform that last step on its own:
“It asked me to collect the cups, but I know it could [do that
itself] because it got me the Mountain Dew... so I collected it
and put it on the table and said, you know, ‘Take it.”’



In Study 2, we found that people were more trusting of multi-
ple operators as opposed to a single operator, which was sur-
prising. Based on observations about feelings of privacy inva-
sion when faced with teleoperated robots [3], we had thought
that people would be more wary about a robot that was op-
erated by multiple operators than in either of the other two
situations. It is possible that people felt the multiple opera-
tors were more anonymous (e.g., the crowd), less personally
intrusive, than an individual operator. Because we ran this as
a between-participants study, we could not ask participants to
compare the single vs. multiple operator situations against
each other; a follow-up experiment would be necessary to
identify causal factors.

Implications for Design, Theory, and Methods
The results of these studies provide some implications for de-
sign of personal robots: Using a positive politeness strategy
(as opposed to the other three strategies) is likely to be more
effective for robots that need help from people, especially
when the robot is more familiar and perceived as being a peer
(as opposed to having lower social status). As such, robots
that can identify familiar vs. unfamiliar people might be able
to solicit more help from those familiar people with whom
they have built up some history. Designing the robot’s rela-
tive social status in the organization to being more peer-like
(rather than lower in social status) might also improve peo-
ple’s willingness to help the robot when it makes requests.
Furthermore, if the robot is going to need more help from
users or bystanders, consider letting people know that the au-
tonomous robot does not have the help of remote operators.

In terms of theory, these findings provide support for the rel-
evance of Politeness Theory [2] and the Computers as Social
Actors paradigm [15] to the area of human-robot interaction.
However, these theories may not be blindly applied to human-
robot interactions, e.g., indirect politeness might not be as ef-
fective for robots as it is for human requesters of help.

In terms of methods, this pair of experiments provide an ex-
ample of how to approach a large design space with many
factors (online video prototyping of human-robot interac-
tions) and then hone in on more specific research questions
in follow-up behavioral science experiments (in-person stud-
ies with physical robots). Because personal robotics is still in
its relatively early days, it is often challenging to get a robot
prototype to perform as planned in a manner that is consistent
enough to run large-scale studies. This combination of meth-
ods can provide more confidence in the translation of research
results from video prototypes to physical robots, studying lo-
cal as well as global participant pools, and wrangling a large
set of independent variables down to a smaller set.

LIMITATIONS
As with any experiment, there are limitations to each research
approach. As an online experiment, Study 1 was effective at
quickly gathering a broad swathe of responses from a wider
demographic than those who were geographically proximal
to our lab. However, the online experiment was limited in
many ways: (1) people were only able to watch a video of the
robot, not actually interact in the same physical space with

the robot and (2) people were not able to measure behaviors,
only intentions to help the robot. The lab experiment was
able to address both of these limitations from the first study,
but Study 2 was not a replication of Study 1. Study 2 also had
its own limitations: (1) participants in the study came from
the local geographic area, (2) interacting with the robot was a
secondary task, but they still seemed to be more engaged with
the robot than they would have been if this were in the field,
and (3) the red LED light might have been viewed negatively
because of cultural associations with that particular color.

In both studies, we limited the scope to the PR2 robot (so
we cannot necessarily generalize the findings to other robot
forms), English-speaking participants (so we cannot neces-
sarily generalize to other languages), a specific set of tasks
(so we cannot necessarily generalize to all types of contexts
and robot tasks) and a specific set of measures. Furthermore,
we were only able to examine a specific set of variables (so-
cial status, familiarity, request size, and source orientation),
but there are likely many other factors at play when it comes
to how people will respond to robot requests for help.

FUTURE WORK
The lessons learned from these studies and the limitations
of these studies both open up many possibilities for future
work, including examining variables that were missing in our
current studies (e.g., culture, language, various robot forms),
looking at different contexts and tasks (e.g., security guard
robots, hotel service robots), and running field experiments
that have more external validity than online video prototype
studies or in-lab experiments. We have presented our study
protocols here in hopes that others may find them to be use-
ful for their own work, using different robot forms and in-
teraction scenarios. A few particularly ripe areas for future
research are: (1) more directly comparing what people say
they would be willing to do vs. what they will actually do
when faced with these human-robot interaction situations, (2)
testing the longevity or decay of people’s willingness to help
robots and sussing out the causal factors for those trends over
time, and (3) explicating the deeper reasons behind people’s
willingness or unwillingness to help robots in human-robot
interaction situations.

CONCLUSIONS
This paper presents empirical findings of two experiments
that examines how robots might be designed to more effec-
tively solicit help from people, which could enable those
robots to be more capable in environments like a workplace.
Through these experiments, we found that: (1) positive po-
liteness strategies are more effective than other politeness
strategies in these kinds of human-robot interaction scenar-
ios, (2) robots that are more familiar, have more peer-like so-
cial status, and that make smaller requests are more likely to
get help from people, and (3) people are quicker to actually
help a robot when they believe it is autonomous as opposed
to being teleoperated by a person. Together, these findings
provide support for theories of Politeness and Computers as
Social Actors. They also demonstrate how the rules of hu-
man interpersonal interactions may not always directly apply
to human-robot interactions.
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